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Abstract

This paper presents a summary and results of a study that was conducted in an attempt to forecast climate
variability in Zimbabwe using the BAT Algorithm optimised Artificial Neural Network (BAT-ANN) analysis
technique. Forecasts of climate ahead of time can potentially allow governments, farmers and other players
in private and/or public sectors to make decisions to reduce unwanted impacts or take advantage of expected
Sfavourable climate. However, potential benefits of climate forecasts vary considerably because of many physi-
cal, biological, economic, social, and political factors. In a developing country, like Zimbabwe where agricul-
ture is the base of the national economy, climate conditions play leading role for progressive and sustainable
development, therefore climate variability forecasts are very important. The BAT-ANN was adapted and tested
using the Zimbabwean meteorological dataset and results confirm that our proposed model has the potential
for reliable climate forecasting for a 25 year period. The mean percentage accuracy was used to evaluate the
performance of the trained climate forecasting neural network and proved sufficient. Therefore, in this paper,
we present a new technique to climate variability assessment namely; the BAT-ANN. In this study, the approach
employed to achieve objectives was; collecting quantitative data, adapting a BAT-ANN for analysis, and de-
veloping a Java program that employs the BAT-ANN for forecasting. The objectives of the study were met. !

KEYWORDS — BAT Algorithm, Climate Variability, Artificial Neural Network, Network Optimisation,

Forecasting.
1. INTRODUCTION

EATHER is the fluctuating state of the atmo- health and the well-being of communities through-
W sphere around us, characterised by the tem- out the world; therefore research in this field has
perature, wind, precipitation, clouds and other atmo- a high priority in many countries, including Zim-
spheric elements. Climate, on the other hand, refers babwe. The ability to understand, monitor and pre-
to the average weather in terms of the mean and its dict this climatic variability provides an opportunity
variability over a certain timespan and a certain area. to put historical experiences into perspective and to
Climate varies from place to place, all depending evaluate alternative strategies for making quality de-
on latitude, distance from the sea, vegetation, pres- cisions. Due to the chaotic nature of the atmosphere,
ence or absence of mountains and other geographical massive computational power is required to estimate
factors. Climate varies also in time; from season-to- the error involved in measuring the initial conditions
season, year-to-year, decade-to-decade or on much of the atmosphere, given there is usually an incom-
longer time-scales (Aguado and Burt, 2010). In rela- plete understanding of atmospheric processes. This
tion to climate, climate variability is the way climate means that forecasts become less accurate as the dif-
fluctuates yearly above or below a known long-term ference in current time and the time for which the
average value. Climate has a large impact on human forecast is being made increases (Subhajini, 2011).

'This document is written in British English.
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As a result, ensembles and models that help to nar-
row the weather forecasting error and pick the most
likely outcome are being adopted in weather and cli-
mate forecasting. These are largely mathematical
algorithmic models that imitate the neural network
behaviour characteristics of the brain and they carry
out parallel distributed information processing. The
mathematical algorithmic models have emerged as
excellent tools for deriving data oriented models be-
cause of their inherent characteristic of plasticity that
permits the adaptation of the learning task when data
is provided (Deng et al, 2008).

In this repute, a meta-heuristic is formally defined
as an iterative generation process which guides a sub-
ordinate heuristic by combining intelligently differ-
ent concepts for exploring and exploiting the search

space (Saka and Dogan, 2012). Meta-heuristic al-
gorithms are designed to produce solutions to com-
plex optimisation problems where other optimisation
methods have failed to be either effective or efficient.
Furthermore, a good meta-heuristic implementation
is likely to provide near optimal solutions in reason-
able computation times (Glover and Kochenberger,
2003). Therefore, the Bat Algorithm (BA) is identi-
fied as a meta-heuristic algorithm of choice because
it has superior performance as compared to other bio-
inspired meta-heuristic algorithms. Table 1 shows
a comparison of the Bat Algorithm against Genetic
Algorithms (GA), and Particle Swarm Optimisation
(PSO). From Table 1, it can be seen that PSO per-
forms much better than genetic algorithms, while the
Bat Algorithm is much superior to both algorithms in
terms of accuracy and efficiency.

Table 1. Comparison of BA with GA, and PSO (Yang, 2010)

Rosenbrock’s (d=16)
De Jong’s (d=256)
Schwefel’s (d=128)
Ackley’s (d=128)
Rastrigin’s

Easom’s
Griewangk’s
Shuberts (18 minima)

55723 + 8901(90%)
25412 + 1237(100%)
227329 + 7572(95%)
32720 + 3327(90%)
110523 + 5199(77%)
19239 + 3307(92%)
70925 + 7652(90%)
54077 + 4997(89%)

GA PSO BA
Multiple peaks 52124 + 3277(98%) | 3719 & 205(97%) 1152 + 245(100%)
Michalewicz’s (d=16) || 89325 £ 7914(95%) | 6922 + 537(98%) 4752 4 753(100%)

32756 + 5325(98%)
17040 + 1123(100%)
14522 + 1275(97%)
23407 + 4325(92%)
79491 + 3715(90%)
17273 + 2929(90%)
55970 + 4223(92%)
23992 + 3755(92%)

7923 + 3293(100%)
5273 + 490(100%)
8929 + 729(99%)

6933 + 2317(100%)

12573 + 3372(100%)
7532 + 1702(99%)

9792 + 4732(100%)

11925 + 4049(100%)

The Bat Algorithm

HE bat algorithm (BA) was developed by Xin-
She Yang in 2010. It is a meta-heuristic algo-
rithm for solving many optimisation problems. It is
based on the echolocation behaviour of bats. Echolo-
cation is an advanced hearing based navigation sys-
tem used by bats and some other animals to detect
objects in their surroundings by emitting a sound
to the environment (Yang, 2010). While they are
hunting for prey or navigating the atmosphere, bats
produce a sound wave that travels across the canyon
and eventually hits an object or a surface and return
to them as an echo. The sound waves travel at a
constant speed in zones where atmospheric air pres-
sure is identical but may change if the atmospheric
pressure changes depending on the density of the air
(Yang, 2011). By following the time delay of the
returning sound, bats can determine the precise dis-
tance to circumjacent objects. Further, the relative
amplitudes of the sound waves received at each in-
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dividual ear are used to identify shape and direction

of the objects. The information collected in this way
is synthesised and processed in the brain to depict a
mental image of their surroundings (Yang, 2011).

Yang (2008) simulated echolocation behaviour of
bats and its associated parameters in a numerical op-
timisation algorithm. They can locate the exact posi-
tion of their prey or food and also they can determine
the different types of insects within their surrounding
even in a complete darkness. They emit a loud sound
pulse and detect an echo that comes back from their
surrounding objects and from that response of the
atmospheric conditions, they can easily locate their
prey. While searching for their prey, their loudness
is loudest when they are far away from the prey and
the loudness lowers when they are nearer to the prey.
Now for emission and detection of echo which are
generated by them, they use the concept of time de-
lay. As a concept and practical hunting operation of
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the bats, the time delay is measured as the distance
between the two ears of the bats and the loudness
variation of echoes is used to determine the distance
to the targeted prey (Yang, 2010). Equations (1),
(2) and (3) are used in Yangs’s (2010) model when
updating the frequency, velocity and solution bat on
echolocation:

fi :fmzn"i'(fmaz_fmzn)ﬂ (1)
vt = vt + (int — ) fi (2)
't =2t + 0! (3)

where x; is the position, v; is the velocity, f; is
the frequency, and 8 € [0,1] is a random vector
drawn from a uniform distribution. In this case, it
is the current global best location (solution) which
is located after comparing all the solutions among
all bats. The frequency factor controls step size of
a solution in the algorithm. This factor is assigned
to a random value for each bat (solution) between
upper and lower boundaries fy,;, and fpa.. Ve-
locity of a solution is proportional to frequency and
the new solution depends on its new velocity. The
loudness decreases when a bat has located its prey
or food but the rate of pulse emission increases. For
simplicity these parameters are regarded as binary
operators in Yang’s (2010) model. This means that
a bat that has found their prey would stop producing
any more sound. Below is a pseudo-code listing by
Yang (2010).

Listing 1.
(Yang, 2010)

Bat Algorithm Pseudo-Code

Objective function f (x),
., x d)°T
Initialise the bat population x_i (i
=1,2,...
Define pulse frequency, f_ i
Initialise pulse rate and the
loudness
While
)
Generate new solutions by
adjusting frequency,
and updating velocities and
location/solutions
[using egqn. 1 and 2]
if (rand > r_1i)
Select a solution among the
best solutions

x=(x_1,

.,n) and v_i

(t < Max number of iterations

11

12
13

14

15
16
17
18

19
20
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Generate a local solution
around the selected best
solution

end if
Generate a new solution by flying
randomly
if (rand < A_i and f(x_1i)
*))
Accept the new solutions
Increase r_ 1 and reduce A i
end if
Rank the bats and find the
current best
end while
Postprocess results and
visualisation

< f(x_

The standard bat algorithm has many advantages,
and one of the key advantages is that it can pro-
vide very quick convergence at a very initial stage
by switching from exploration to exploitation. This
makes it an efficient algorithm for applications such
as classifications and others when a quick solution is
needed (Yang, 2011). However, if the algorithm is al-
lowed to switch to exploitation stage too quickly by
varying the amplitude and the pulse rate too quickly,
it may lead to stagnation after some initial stage. In
order to improve the performance, many methods
and strategies have been attempted to increase the di-
versity of the solution and thus to enhance the per-
formance. A few good variants of the bat algorithm
have thus far been developed and some of the Bat
Algorithm variants include the following:

e Fuzzy Logic Bat Blgorithm (FLBA) that was
presented by Khan et al., in 2011. This al-
gorithm is a combination of fuzzy logic and
Bat algorithm, this was done by introducing
the fuzzy logic into the bat algorithm.

o The Multi-objective Bat algorithm (MOBA)
that was presented by Yang in 2011 as an ex-
tension of the Bat algorithm in order to deal
with multi-objective optimisation. This algo-
rithm demonstrated its effectiveness for solv-
ing design benchmarks in engineering.

e The K-Means Bat algorithm (KMBA) that was
presented by Komarasamy and Wahi in 2013 is
the combination of K-means and bat algorithm
for efficient clustering.

o The Binary Bat Algorithm (BBA) that was pre-
sented by Nakamura et al., in 2012 for the pur-
pose of solving classifications and feature se-
lection problems.
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e The Improved Bat algorithm (IBA) that was
presented by Jamil et al., in 2013. This algo-
rithm was extended with a good combination
of Levy flights and subtle variations of loud-
ness and pulse emission rates.

1.2 The Neural Network Model

A neural network is a powerful data modelling
tool that is able to capture and represent complex in-
put and output relationships. The motivation for the
development of neural network technology stemmed
from the desire to develop an artificial system that
could perform intelligent tasks similar to those per-
formed by the human brain. Neural networks resem-
ble the human brain in the following two ways:

e A neural network acquires knowledge through
learning.

o A neural network’s knowledge is stored within
inter-neuron connection strengths known as
synaptic weights.

The true power and advantage of neural networks lies
in their ability to represent both linear and non-linear
relationships and in their ability to learn these rela-
tionships directly from the data being modelled. Tra-
ditional linear models are simply inadequate when
it comes to modelling data that contains non-linear
characteristics (Cheung and Cannons, 2002). An ar-
tificial neuron is a unit that performs a simple mathe-
matical operation on its inputs and imitates the func-
tions of biological neurons and their unique process
of learning. An Artificial Neural Network is com-
posed of a huge number of highly interconnected
processing elements (neurons) working together to
solve specific problems. In this research the focus is
on a Multi-Layer Perceptron (MLP) network, which
is the most popular and widely used Artificial Neu-
ral Network paradigm in many applications includ-
ing forecasting. The MLP networks are used in a
variety of problems especially in forecasting because
of their inherent capability of arbitrary input-output
mapping. An MLP is typically composed of several
layers of nodes. The first or the lowest layer is an in-
put layer where external information is received. The

57

last or the highest layer is an output layer where the
problem solution is obtained. The input layer and
output layer are separated by one or more interme-
diate layers called hidden layers. The nodes in ad-
jacent layers are usually fully connected by acyclic
arcs from a lower layer to a higher layer (Deng et al.,
2008). For a forecasting problem, the inputs to an
ANN are usually independent variables. The func-
tional relationship estimated by the ANN can be writ-
ten as:

’ ‘Tp) (4)

where x is an input vector, 1, T2, ..., T, are p in-
dependent variables and y is an output which is a de-
pendent variable. In this sense, the neural network
is functionally equivalent to a non-linear regression
model. On the other hand, for an extrapolative or
time series forecasting problem, the inputs are typi-
cally the past observations of the data series and the
output is the future value. The Artificial Neural Net-
work (ANN) performs the following function map-

ping:

y = f(x1,x9,...

)

where y; is the observation at time ¢ (Deng et al.,
2008). Figure 1 shows an example of a multilayer
perceptron (MLP).

Y1) = FWL Y—1), - Yit—p))

Before an ANN can be used to perform any de-
sired task, it must be trained to do so. Basically,
training is the process of determining the arc weights
which are the key elements of an ANN. The knowl-
edge learned by a network is stored in the arcs and
nodes in the form of arc weights and node biases. It
is through the linking arcs that an ANN can carry out
complex non-linear mappings from its input nodes to
its output nodes. In this research, the aim is to gather
data sets consisting weather parameters namely; tem-
perature, humidity, pressure and precipitation, and
perform all required data pre-processing tasks. Thus
the neural network is trained by updating all the
weights and biases as per the obtained errors in each
iteration. To improve the performance, the Bat Algo-
rithm was used in training the neural network.
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1st hidden
layer

2" hidden
layer

Figure 1. MLP neural network (Deng et al., 2008)

1.3 Weather Prediction using the Neural

Network model

Magsood et al., (2006), examined the applicability
of Hop field Model (HFM) for weather forecasting
in southern Saskatchewan in Canada. The model
performance was contrasted with multi-layered per-
ceptron network (MLPN). The data of temperature,
wind speed and relative humidity were used to train
and test the two models. With each model, 24 hour
weather forecasts were made for winter, spring, sum-
mer and fall seasons and the results were discovered
to be accurate. Moreover, ensembles of these models
were generated by choosing the best values among
the two predicted outputs that were closest to the
actual values. Performance and reliabilities of the
models were then evaluated by a number of statisti-
cal measures. The results indicate that the HFM was
relatively less accurate for the weather forecasting
problem. In comparison, the ensembles of neural
networks produced the most accurate forecasts. The
MLPN achieved useful weather forecasting results
in an efficient way compared to the Hop Field mod-
elling results, the MLPN exhibited lower errors. It
was discovered that it is better capable of represent-
ing non-linear functions than the single layered per-
ceptron. The back propagation algorithm was used
to train the MLPN, however, the learning process of
the MLPN is time-consuming and the algorithm’s
performance is heavily dependent on the network
parameters such as the learning rate and momentum.
Therefore, in this research the training is improved
by optimising the ANN using the bat algorithm.
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Devi et al., (2012) developed a neural network for
predicting temperatures. They used the Back Propa-
gation Neural Network (BPN) technique for training
their network. The main advantage of the BPN neural
network method was that it could fairly approximate
a large class of functions and their model had po-
tential to capture the complex relationships between
many factors that contributed to certain temperature
lurching. This proposed idea was tested using real
time datasets and the results were compared with
practical workings of meteorological department.
These results confirmed that the trained neural net-
work could predict the future temperature with less
error. Their research model proved to be better than
numerical models used but it could still produce er-
rors and as a result inaccurate predictions could be
obtained in the future. In this study the effectiveness
of the training process is improved by using the BAT
Algorithm in place of and as an optimisation of raw
back-propagation.

Harold et al., (1998) developed a neural net-
work, using input from the ETA Model and upper
air soundings for the probability of precipitation
(PoP) and quantitative precipitation forecast (QPF)
for the DallasFort Worth, Texas, area. Forecasts from
two years were verified against a network of 36 rain
gauges. The resulting forecasts were remarkably
sharp, of the 436 days with forecasts of less than 5%
PoP, no rain occurred on 435 days. On the 111 days
with forecasts of greater than 95% PoP, rain always
occurred. The linear correlation between the forecast
and observed precipitation amount was 0.95. As a
result, the system indicated a potential for more ac-
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curate precipitation forecasting. The neural network
produced a remarkably good forecast of both the
probability and amount of precipitation for the Dal-

lasFort Worth area. This research was not accurate
for only one day of the 436 days where the forecasts
predicted no rain.

Table 2. Sample Data, Bulawayo 2005

JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC
Temperature 29.5 30.2 28.8 27.7 26.5 24.8 223 28.3 29.8 31.9 30.6 25.8
Pressure 1663 | 167.1 | 168.1 | 169.5 | 171.0 | 172.1 | 174.5 | 170.6 | 170.1 | 168.9 | 166.7 | 166.4
Humidity 60 57 60 59 49 48 53 39 32 37 55 81
Rainfall 101.0 | 21.1 29.7 0.8 39 0.0 0.0 0.0 0.0 0.0 79 237.3

2. METHODS

HE Design and Creation Research Methodology
was used in this research. This was appropri-
ate because a software artifact had to be developed.
Further there was need for applicability in situations
facing limited resources yet requiring both practi-
cal and technological contributions. The Design and
Creation methodology was divided into two levels
namely; Data Acquisition and Analysis, and Fore-
casting. Of these two levels, subtasks were identified
and are discussed in brief below:

2.1 Data Acquisition

At this stage, the problem was articulated and
the sources of relevant data identified. Data was
collected largely from the Meteorological Service
Department of Zimbabwe. The data was received in
raw format and provided the Temperature, Pressure,
Humidity, and Rainfall for all districts, grouped into
provinces, in Zimbabwe for the period 1985 to 2013.
Table 2 shows a sample of data that was acquired
from the Zimbabwe Meteorological Service Depart-
ment.

2.2 Data Analysis

For the climate variability problem, the chosen
time series data was rainfall, temperature, humidity
and pressure at particular regions. As is the case with
many neural-network applications, pre-processing
the inputs and the outputs improves the results signif-
icantly and was done. In this work, input and output
pre-processing means extracting features from the
inputs and transforming the target outputs in a way
that makes it easier for the network to extract useful
information from the inputs and associate it with the
required outputs. This entails stationarising data, and
statistical data cleaning for inputs.

2.3 ANN Optimisation

The training process applied in this research is as
follows: First, input patterns of the training set are
entered into the input nodes. The activation values of
the input nodes are then weighted and accumulated
at each node in the first hidden layer. The total is
then transformed by an activation function into the
node’s activation value. It, in turn, becomes an input
into the nodes in the next layer, until eventually the
output activation values are found. The training algo-
rithm is used to find the weights that minimise some
overall error measure such as the sum of squared er-
rors (SSE) and mean squared errors. In this study,
the MLP training was supervised in that the desired
response of the network (target value) for each in-
put pattern was available. In addition to historical
time series data, utilised as inputs, the values and
forecasts of the neural network are correlated to the
relationship with the series of known data. In this
stage the development tools used were; Octave (high
level interpreted language) and Java programming
language on a Linux platform.

24 Forecasting

The neural network was evaluated under various
criteria which include; functionality, completeness,
consistency, accuracy, performance and reliability.
In this research, the problem of forecasting was ap-
proached by adjusting ANN training methods using
BAT Algorithm optimisation. The inputs to the mul-
tilayer network were chosen as the “previous” val-
ues and the output as the forecast. The network was
trained and tested on sufficiently large training and
testing sets that were extracted from meteorological
historical time series data.
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Figure 2. Bat Optimised ANN

2.5 BAT Optimised ANN

The objective of this stage was to adapt and optimise
an Artificial Neural Network (ANN) using the Bat
Algorithm. The approach used in this study was to
adapt the Bat-ANN optimisation as was presented by
Ramawan et al. in 2014. The structure of the adapted
ANN is shown in Figure 2, and the steps taken were
as follows:

e Data Normalisation: After collecting data, it
was normalised so that it fell in range [0, 1]
in order to satisfy standard network training
practices. Normalisation procedure before
presenting the input data to the network is
generally a good practice, since mixing vari-
ables with large magnitudes and small mag-
nitudes will confuse the learning algorithm
on the importance of each variable and may
force it to finally reject the variable(s) with
smaller magnitudes. In this research we used
the neural network toolbox function in Octave
called prestd which pre-processed the net-
work training set by normalising the inputs
and targets so that they have means of zero
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(0) and standard deviations of one (1) and the
poststd in order to denormalise the pre-
processed data to its original format, whenever
the need arose. Data normalisation was per-
formed at the beginning of the training pro-
cess. The central idea behind such careful data
normalisation was to remove the dependence
on measurement units, which were directly
relevant to weather forecasting since predictor
variables were measured using different units.

Creating an Optimised ANN: At this stage we
began by adapting the Bat Algorithm into Oc-
tave and created a multilayer neural network,
specifying the number of hidden layers, neu-
rons in each layer, transfer function in each
layer, training function and the input layer.
The creation phase involved programming the
ANN model. For this purpose GNU Octave
3.4.3 was used. Octave is an interactive pro-
gramming language specifically suited for vec-
torisable numerical calculations. The Neural
Network Toolbox contains the octave tools for
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designing, implementing and simulating neu-
ral networks. In preparation for training the
neural network, the input vectors and the tar-
get vectors were randomly divided into three
sets as follows 70% for training set, 15% for
validation set and 15% for testing set. Training
of the neural network was based on two dis-
tinct sets, namely; the training set and the test
set. The training set was used for computing
the gradient and updating the neural network
weights and biases. The test set consisted of
patterns that are used to estimate how well the
neural network performs.

Train Neural Network: The neural network
was trained with actual data of the past 22
years obtained from the meteorological depart-
ment. The years range from 1985 to 2007.
During the training process, the weights were
adjusted in order to make the outputs (forecast
values) close to the target outputs (measured)
of the network. Supervised training was used,

and involves a deliberate mechanism of pro-
viding the network with the desired outputs for
given inputs. In supervised training, both the
inputs and the outputs are provided. In this
process, there was a training set that included
the train-input (input) and the train-output (tar-
get) with 176 patterns each. This type of train-
ing required many samples which acted as ex-
amples for the neural network. For each input
fed into the neural network the desired result
or output of the network was specified. Each
output that the network had obtained was com-
pared to the desired output (target) and if an
undesired output had been achieved the con-
nection weights of the input had to be altered
in order for the network to function at opti-
mal efficiency. This was done to minimise er-
rors within the results of the network. Errors
were then transferred back through the sys-
tem, causing the system to modify the weights
which controlled the network. This process oc-
curred over and over as the weights were ad-
justed to finally be optimal.

file [Edit \Yiew Search Terminal Help

Columns 183 through 195:

27.100
168.100
67.000

26.400 25.
168.908 179.
51.008 53.

Columns 196 through 208:
25.200

178.500
65.000

25.300
169.808
60.000

Columns 209 through
24.800

17e.700
67.000

21.600
173.400
63.000

Columns 222 through

23.400
178.788
47.008

21.308
171.908
52.008

Columns 235 through 2
23.608

171.600
44008

26.500
170.600
38.000

Columns 248 through

26.108 38.008

Figure 3. Input Matrix
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2.6  ANN Implementation
The newff function in Octave creates a feed for-
ward neural network. The following code snippet
was used for neural network creation:
NET =

newff (PR, SS,

PF) ;

TRF, BTF, BLF,

where NET is the created neural network cre-
ated by newff; PR - R x 2 matrices of min
and max values for R input elements, SS 1x N;
row vector with size of i* layer for N layers. TRF
is the transfer function of the i'* layer, BTF is
batch network training function, BLF being the batch
weight/bias learning function and PF is the perfor-
mance function. The input to the neural network has
to be in a matrix form, so the first step in implement-
ing the solution was to create a matrix of figures. Two
integer matrices called Input (with 252 patterns) and
Target (with 252 columns) were created to hold the
weather parameters, Temperature, Pressure, Rainfall
and Humidity for 22 years. These were used for the
creation of the neural network. At this stage data was
further subdivided into 3 sets; Training set, Validation
set and Test set. Figure 3 shows the Input matrix.

A number of scaling methods were considered in
preparing the data for training and testing. Since
the neural network employed a sigmoidal activation
function, the output of the network would be con-
strained to the unscaled range of [0, 1]. In order to
compare this output with desired values, it was thus
necessary to scale the target values to the same range.
Hence the weather data was scaled to within a range
of [0, 1] to prevent the neural network weights from
having to increase in magnitude to excessively large
positive or negative values. As stated earlier, input
patterns were normalised or preprocessed using the
prestd function as shown below:

[pn, meanp, stdp, tn,meant, stdt] =
prestd(Traininput, Trainoutput)

where Traininput is the matrix of the input
vectors (columns), Trainoutput is the matrix of
the target vector, pn is the matrix of normalised
input vectors, tn is the matrix of normalised tar-
get vectors, stdp is the vector containing stan-
dard deviations for each input (p), meanp is
the vector containing standard deviations for each
input (p), stdt is the vector containing stan-
dard deviations for each target (t) and meant
is the vector containing standard deviations for each
target (t). The prestd function takes in two
arguments, Traininput (Input matrix) and
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Trainoutput (Target matrix) which con-
tains the data to be pre-processed. On the left hand
side of prestd, pn is a matrix which holds the pre-
processed inputs, meanp and stdp matrices holds
the mean and standard deviation of the inputs, tn is
a matrix which holds the pre-processed targets and
meant and stdt matrices holds the mean and the
standard deviation of the target values. The follow-
ing code snippet was used to create the climate vari-
ability forecasting neural network in Octave:

net = newff (min-max (pn),

tansig, trainba,

(20.1),

purelin, mse) ;

where net is the feed forward neural network
which has been created earlier using the newff
function. The function min-max is used to return
the pre-processed input pn with the range of the ma-
trix row. The neurons for the neural network’s hidden
layer are specified and for the output layer. The trans-
fer functions used at each layer was also specified.
In the system design the chosen transfer function
is tansig on the hidden layer and the purelin
transfer function on the output layer. The network
training function was specified and is the t rainba
function, which was developed for the bat algorithm.
The performance function used was the mean square
error (mse). The neural network was trained, veri-
fied and tested on data for the period 1985 to 2007.
The aim of this training process was to determine the
neural network architecture that would yield the best
prediction performance. The Bat algorithm was used
in training the climate variability forecasting neural
network. The following code snippet was used for
training the neural network:

net = train(net,pn,tn);

where net is the climate forecasting neural net-
work, train is the function that takes normalised
Input and Target matrices, pn is the matrix of nor-
malised input vectors, tn is the matrix of normalised
target vectors. The training normally stops when one
of these five conditions are reached:

i. Performance goal met,

ii. The maximum number of epochs reached,
iii. Minimum gradient reached,
iv. Maximum time exceeded, or

v. Performance has been minimised to the goal.

After training the neural network, its perfor-
mance is obtained by testing it. Two matrices were
used; Test-Input and Test-Output, which contains 38
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columns each. These matrices were used to deter-
mine the accuracy rate of the neural network. This
approach was successful and an appropriate architec-
ture was identified. The neural network reached its
performance goal with 2 hidden layers and 10 hid-
den neurons as shown in Figure 2. In the first layer
the tansig functions calculate the layer’s output as
follows:

2
n=_————
1+e2n
In the output layer the linear function calculates

the neural network’s output. Further the following
three training parameters were defined:

(6)

3. RESULTS

150 200 250 300
Il Il Il 1

Rainfall (mm)

100
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50
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1985 1990 1995 2000 2005

Time

Figure 4: Structure of Training Data — Bulawayo

Metropolitan Province

ERFORMANCE testing was done using the Test-
Set from 2008 to 2013. The results showed a
slight marginal error from the target output. Soft-
ware integration testing was done by checking that
the Neural Network and the graphical user interface
interacted without any errors. Simulation was done
to test the performance of the neural network. The
following code snippet was used for the simulation:
a = sim(net, Testinput);
where a is the output of the neural net-
work which should be compared with the
Testoutput (Target), net is the neural net-
work, Testinput is the Input vector for the Test-
Set and Testoutput is the Target vector for the
Test set. After simulating the neural network data

63

i. net.trainParam.show =
the results at every 100"

100; displays
iteration (epoch),

iil. net.trainParam.goal = 0.001; isthe

error tolerance, and
iii. is

net.trainParam.epochs = 1000;

the maximum number of iterations.

During the training phase different combinations
of transfer functions were tested to come up with the
best combination for the neural network. The neu-
ral network performed better with a combination of
tansigand purelin.

250
|

— Actual
— ANN

200
|

150
|

Rainfall (mm)

100
|

50

T T T T T T T
2008 2009 2010 2011 2012 2013 2014

Time

Figure 5: Comparison of the ANN Output against
Target Data

was denormalised, that is to say post-processed us-
ing the function poststd. Figure 4 shows sample
test dataset for the years 1985 — 2007, for the Bu-
lawayo metropolitan province. The network was
trained for monthly averages per province. Figure
5 shows results of testing the ANN forecasting for
the years 2008 — 2013 which was compared against
the real (target) data for the same period (black line
shows the target data and the red line shows the ANN
output). The error obtained from the ANN can be
observed to be quite marginal. The mean percentage
accuracy 1 was computed by:

_ Number of correctly predicted output

) = x 100

)

Total number of outputs

and was found to be averaging at 93.2%.
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Figure 6. Prediction of a 25 year rainfall pattern

4. CONCLUSION

HEN the ANN is run for all the data collected

from all districts, grouped into provinces of

Zimbabwe, for 25 years forecast, the neural network

suggests (as seen in plotted sample output in Figure
6) that:

i. There is a decade of reducing average precipi-
tation, from 2014 to 2024, followed by an in-
crease in average precipitation, from 2025 to
2036, with exceptions in years 2028 and 2033.
This seems to suggest that the rainfall pattern
appears to follow a ten year cycle of low precip-
itation followed by a ten year cycle of improved
precipitation, with few exceptions.

ii. In the years of low precipitation, the dry months
appear to be receiving some minimal rainfall
suggesting that they are relatively not so dry.
However, in the years with improved precipi-
tation, the dry months appear to be very dry,
recording zero rainfall, and the rainy months
with very high rainfall. This seems to suggest a
possibility of flash flooding in the rainy months.

Summing up the 25 year period, there appears to
be, on average, a 3% increase in average precipita-

64

tion. This suggests that, the eastern, north-eastern
and south-eastern districts of Zimbabwe are likely to
be experiencing flash floods in the years after 2025,
if the input parameters used are consistent with no
drastic change to the weather. The objectives of the
study were met, and are:

i. To model a climate forecasting neural network
using data obtained from the Zimbabwe Meteo-
rological Department.

ii. To apply the Bat Algorithm in optimising the cli-
mate forecasting neural network.
iii. To attempt to forecast climate variability.

The underlying ANN architecture that was
adopted in this study is a Feed Forward ANN archi-
tecture. For further study, we recommend that the
Bat algorithm be used with other neural network ar-
chitectures, for example Recurrent Neural Network
architecture. It is also possible to use other variants
of the Bat algorithm, for example the Fuzzy Bat algo-
rithm, so as to assess their performance compared to
the standard Bat algorithm used in this study. More
research needs to be done in order to improve the
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ANN climate forecasting model by investigating dif-
ferent topologies and training algorithms. Since av-
erage monthly intervals for only four weather param-
eters namely temperature, pressure, rainfall and hu-
midity were considered for rainfall prediction, sea-

5. NOTES

| The BAT Algorithm Implementation

Listing 2. Bat Algorithm as adapted into Oc-
tave

oe

Bat Algorithm %
Originally by Xin-She Yang, 2010 %
Adapted into Octave for ANN training %

o o oe
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
o0

o\

Main programs starts here

function
(para)

A=para(3);

r=para(4);

QOmin=0;

Qmax=2;

% Iteration parameters

% Initialize the population/solutions

for i=1:n,

[best, fmin,N_iter]=bat_algorithm

Sol (i, :)=Lb+ (Ub-Lb) .xrand (1,d);
Fitness (i)=Fun(Sol (i, :));
end

% Find the initial best solution
[fmin, I]=min (Fitness) ;
best=Sol (I, :);

% Start the iterations

for t=1:N_gen,

% Loop over all bats/solutions
for i=1:n,

Q (1) =0min+ (Qmin—-Qmax) *rand;

v(i,:)=v (i, :)+(Sol(i,:)-best)*Q(1i);
S(i,:)=Sol (i, :)+v (i, :);

% Apply simple bounds/limits

Sol (i, :)=simplebounds (Sol(i,:),Lb,Ub);

)

% Pulse rate
if rand>r
% The factor 0.001 limits the
% step sizes of random walks
S(i, :)=best+0.001l*randn(1,d);
end if
% Evaluate new solutions
Fnew=Fun (S (i, :));

% Update if the solution improves,
not too loud

or

if (Fnew<=Fitness(i)) & (rand<a) ,
Sol (i, :)=S (i, :);

Fitness (i) =Fnew;
end if

)

% Update the current best solution
if Fnew<=fmin,

best=S (i, :);

fmin=Fnew;
end if

49
50
51
52
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sonality was not a concern. However, it is possible
to consider other weather parameters such as wind
speed, wind direction, clouds, et cetera, in the pre-
diction of rainfall and this may have a significant in-
fluence on the predictive performance.

end for
N_iter=N_iter+n;
end %$function
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